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Iixxix no onTumizaunii 00podKU JaHUX 3 ypaXyBaHHAM
napaMeTpiB eHeproe()eKTUBHOCTI Ta MPOAYKTHBHOCTI

3anponoHOBaHO MiAXix a0 onTumizamii ob4ucieHb y 1eHTpi oopodku manux (LIO/]) 3a
KPUTEPIsIMH eHeproe(heKTUBHOCTI Ta MPOAYKTUBHOCTI 004nCiIeHb. EQEeKTHBHICTh 3a1IpOIIOHOBAHOTO
niaxomy Oyno mepeBipeHo 3a JOMOMOTOI0 HaTYPHOTO €KCIIEPUMEHTY Ta IMITAIlifHOTO MOJIETIOBaHHS
y cepenounii MATLAB.

New services that are going to be provided with the 4G and 5G technologies
development require higher rates of data processing and its transmitting. Such
services as 10T (Internet of Things) and M2M (Machine to Machine communication)
produce big amounts of data that need to be processed as more efficiently as possible.
Thus, data centers are consuming more and more power every year.

Servers’ sources are used very inefficiently. Some statistics got by Google in
2013 shows that the servers’ load is very unsteady. The average load ranges between
15% and 60% for one server and between 40% and 85% for another [1]. It means that
the amount of the consumed power is much bigger, than it could be. It causes the
challenge to develop a strategy of load balancing within the server cluster that would
perform high processing rates and reduce power consumption at the same time [2].

In this paper, an approach to data processing optimization considering energy
efficiency and performance parameters is proposed. It is aimed to increase server
cluster’s performance increasing at the same time its energy efficiency.

According to the proposed approach each node of the server cluster must be
preliminary certified to determine its function P; = f;(CPU;). This information
should be included into descriptive table of each unit with its RAM volume value,
number of processing cores and performance (measured in number of floating point
operations per time unit (FLOPS)).

The algorithm that presents an approach consists of 7 steps. It is described by fig.1.

Step 1.  Evaluate the state of the cluster at the moment 7,_,
Step 2.  Exclude all the impropriate nodes (by RAM and cores available)

Step 3.  Find the set of summary consumptions Py = {Ps;}
Step 4. Sort the set N;by theoretically inserted gain of the consumed power: Np = {Npl.}
Step 5.  Sort the set of leftover nodes by performance (FLOPS): Ngiops = {N prs].}

Step 6.  Grant each node in sets Npand Ng;ops With the marks according to its position in
these sets
Step 7.  Allocate the task to the node with maximal total mark

Fig. 1. General description of proposed approach



To evaluate the proposed approach performance in real environment an
experiment was carried out. For comparison Round Robin algorithm was chosen as
simple and widely used algorithm.

For the experiment five nodes were used. Server cluster topology that was used
in experiment is presented on the fig.2.
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Fig. 2. Topology of cluster evaluated in experiment
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On fig.2 each server has its description that must be formed according to the
proposed approach within preliminary cluster analysis process. The first row of each
descriptive table contains coefficients of polynomials that present P; = f;(CPU;)
functions. These functions were got with the help of wattmeter that is presented on
the fig.3.1. P, = f;(CPU;) functions in graphical form are presented on the fig.3.2.
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Fig. 3. Preliminary cluster evaluation: 1 — wattmeter for P; = f;(CPU;) defining;
2 - P; = fj(CPU;) functions got experimentally.
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To compare the proposed approach with other algorithms, the most widely used
and simple one was chosen. Round Robin schedules tasks to each server in the cluster
one by one without any priorities. If there are no sources on the node chosen for
current task processing, this task goes to a queue.

The scheduler coded in accordance to Round Robin was placed on the main node.
The cluster was loaded with the @ number to 1000, 5000, 10000, 25000, 50000,
75000, 100000 decimal places counting tasks.

To test the proposed approach the same set of tasks was used. To the main node
new scheduler code was placed.

The results of experiment are presented in the table 1.



Table 1. Proposed approach experimental analysis results

Average
time of 1 Power Gain (in comparison with Round Robin) (%)
Algorithm task consumed -
processing (W) in time in power
(s) consumed
Round Robin 14.835 376.88 0% 0%
Proposed approach 13.324 365.8 10,2% 3%

It is possible to see from the table that proposed approach gives some gain in
performance and power consumption as well. The gain is not high because of the
small number of nodes in cluster and their homogeneity. To show approach’s
efficiency for bigger cluster MATLAB modeling was held.

The results of MATLAB modeling for cluster including 20 nodes processing
typical day workload is presented in the table 2. The typical workload that was used
Is presented in [4].

Table 2. Modeling of 20 nodes in cluster working the whole day results

Average time Power Gain (in comparison with Round Robin) (%)
Algorithm of 1 task consum
processing (s) | ed (W) in time in power consumed
Round Robin 15.76 30578 0% 0%
P
roposed 10.07 28568 36,1% 8,3%
approach

The results of modeling showed that proposed approach has some benefits in
power consumption and in performance as well. The gain of proposed approach
reached 36,1% in average processing time and 8,3% in power consumption.

So, in this paper new approach to the energy efficient load balancing in data
center was proposed. The proposed approach was evaluated experimentally and with
the help of MATLAB modeling. The results showed that the proposed approach gives
benefit up to 8,3% in energy efficiency and 36,1% in performance (in case of 20
nodes in cluster).
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